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Abstract -

This paper presents a case study on the performance of a
distributed clock synchronization algorithm used in Fhexr
a communication protocol designed to meet the require-
ments of dependable, fault-tolerant real-time applicasio
The Flexray industry consortium drives forward the stan-
dardization of a fault-tolerant communication system for
advanced automotive applications. In this case study we
will analyze two different configurations for typical autom

oo e

tive applications by means of simulation. The focus of the Mode 3 ) Mode 5
simulation experiments is the assessment of performance Mode 4

and stability of the Flexray clock synchronization algbrit
in the presence of varying clock drift rates. For the anadysi
we will use SIDERA, a simulation model for time-triggered

distributed systems. Figure 1. System structure

a quartz oscillator) that periodically generates an event t

1. Prerequisites and Assumptions increase the counter. This event is called thierotick of
the local clock. The counter can be modified such that the
1.1. System Structure speed of the local clock can be increased or decreased by

application of aradjustment value
For the considerations in this paper, we assume that a
distributed real-time system can be built by repetitiveafse  1.3. Global Time
the following components:

In time-triggered systems, all actions (i.e. the issuing of

Node. A computational unit that executes a part of a dis- control signals to objects in the environment) are derived
tributed application. Each node maintains a local clock. from a global notion of time which is established among

all nodes by periodical execution of a distributelibck
Communication network. A shared communication re-  synchronization algorithn{[9], [6], [13], [11], [3], [1]).
source connecting nodes. Flexray utilizes the concept ahicroticks and macroticks

[8]. Microticks correspond to the local oscillator ticks at
Cluster. A set of spatially separated nodes that exchange€each node, while macroticks represent the global notion of
messages via a communication network and that execute dime used to trigger actions and to order events. Each node

distributed application in a cooperative manner. generates a macrotick by selecting a number of microticks
and synchronizes its macrotick by dynamically increasing
1.2. Local Clocks or decreasing the number of microticks per macrotick, ac-

cording to the clock state correction term that is deliv-
A local clockis a device for time measurement that con- ered periodically by a clock synchronization algorithml Al
tains a counter and a physical oscillation mechanism (e.g.nodes adjust their local clocks at the same point in global



time. The internally synchronized global time proceeds in Step 2: Determine a clock correction term according to
units of macroticks. The macrotick counter at each node the remote clock readings obtained in Step 1.
represents the node’s view of global time (cluster time).

Step 3: Apply the clock correction term obtained in Step
2 to the local clock ¢lock adjustment The clock can be
corrected by discrete adjustmestdte correctiol, conti-

In distributed systems with a shared communication re- N0US adjustmentéte correctior) or a combination of the
source the access to the communication medium has to b&%0- Fléxray uses a combination of clock state and clock
regulated such that all nodes are able to deliver messagetate correction.
within an upper bound in time. In Flexray the access to
the communication medium is controlled by a collision- 2. Flexray protocol mechanisms
free, Time Division Multiple Access strategy (TDMA).
Each node traverses a (locally stored) globanmunica-
tion schedulen a cyclic manner. In this communication
schedule, realtime is divided intlots Each node is as-
signed one or more slots during which it is allowed to
send a message mme The send time of the frame (in
macroticks) is referred to as tlaetion pointof the node.

Figure 2 shows the principle of operation.

1.4. Communication

2.1. Communication

Flexray uses a TDMA access control scheme to arbitrate
the communication medium. In TDMA protocols each node
is permitted to periodically utilize the full transmissioa-
pacity of the medium for some fixed amount of time called
TDMA slot which is the interval from one transmission start
to the next one.

TDVA round TDMA round ) ) ) i
(-1 T (D Commur_ncatlon cycle. The F_Iexray communication cy-
cle consists of a mandatosyatic segmentan optionaldy-
S e Dt e S Y DO namic segment@an optionalsymbol windowand a manda-
tory network idle time (NIT{Figure 3).
trigger derived from frigger derived from
synchronized time base synchronized time base
3 (eycle start event) (eycle start event)
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1.5. Clock Synchronization
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Synchronization is the action of making different pro-
cesses in a computer network or different parts of a circuit
or different clocks to agree on a same time reading. In the
context of multiprocessor and distributed systems, symchr
nization ensures that operations occur in the logically cor
rect order, and it allows the establishment of causal imaplic
tions between events in different computational units [12]

Figure 3. Flexray communication cycle

The static segment contains a configurable number of
static slots, each slot assigned to one node \frame ID.

Clock synchronization is the periodic activity of determi- Al tatic slots have the same duration (in macroticks) {Fig
nation and application of alock correction termfor each ~ Ure 4). Within the static segment a static TOMA scheme

local clock to achieve agreement among an ensemble of'S applied to coordinate transmissions. The network idle
clocks. time contains the remaining number of macroticks within

Every node periodically performs the following steps: the communication cycle not allpcated to the static segment
dynamic segment, or symbol window and serves as a phase
during which the node calculates and applies clock correc-

Step 1: Read the values of a well-defined ensemble of tion terms.

other clocks femote clock reading Due to the presence Within the dynamic segment a dynamic mini-slotting
of possibly varying communication delayj#tér) and due based scheme is used to arbitrate transmissions; theaturati
to the existence of clock drifts, getting an exact knowledge of communication slots may vary in order to accommodate
of a remote clock value is not feasible. Thus, only estimatesframes of varying length. Within the symbol window a sin-
of the remote clock values can be acquired [1]. gle symbol may be sent; the duration of the symbol window
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Figure 4. Flexray static segment

is a global constant for a given cluster. Both the dynamic

segment and the symbol window are not used for clock syn-

chronization and are therefore not regarded for the follow-  Figure 5. Flexray - clock state and clock rate
ing considerations. For more information regarding these  correction

segments refer to [5].

2.2. Remote clock reading The rate correction term is determined by comparing the

corresponding measured time differences from two succes-

Flexray uses the-priori known action points of nodes ~Siv& communication cycles. A set of values is built such that
(Section 1.4) for remote clock estimation. The communi- Pairs of previously stored deviation values are selected an
cation schedule contains dedicated slots used for clock syn the difference between the values within a pair is calcdlate
chronization. Frames sent in these slots are referred to agWo values belong to a pair if both values indicate valid

sync framesDuring each slot, the time difference between time differences that stem from sync frames received in the
the expected arrival time (the sender’s action point froenth S@Me slot on consecutive communication cycles). The FTM

communication schedule) and the actual arrival time is mea-algorithm (see above) is executed on this set of values. The

sured in locally used microticks at the receivergime dif- result is a clock rate correction termRateCorrectiorthat
ferences obtained from sync frames are used for calculatiorindicates by how many microticks the node’s communica-
of the clock correction terms. tion cycle length should be changed.

Sync frames are sent during the static segment of the ]
communication cycle. Every node measures and stores ugt-4- Clock adjustment
to 16 time differences (in microticks) between the expected
and the observed arrival times of all sync frames received. Flexray uses the clock correction values to dynamically
Only valid sync frames are used for clock correction term adjust the number of microticks in each macrotick.

calculation. Clock state correction takes place during the network
idle time NIT (Section 2.1) in odd communication cycles
2.3. Calculation of the clock correction terms (i.e. every second communication cycle, Figure 5). Clock

rate correction takes place during the entire communicatio
Flexray uses a combination of clock state and clock rate cycle.

correction (Section 1.5) by periodical determinationapda ~ The clock correction terms are applied such that they are
plication of astate correction termand arate correction ~ uniformly spread over a wholelevant time rangeThe rel-
term evant time range fovOffsetCorrections the time between

The Fault-Tolerant Midpoint (FTM) algorithm is used 9OffsetCorrectionStaiin the NIT and the start of the next

for clock state correction. The valid time differences are communication cycle. FovRateCorrectionthe relevant

sorted, the k largest and the k smallest values are discardedime range is the whole communication cycle.

The largest and the smallest of the remaining values are

averaged for the calculation of the midpoint value which 3. Simulation experiments

serves as the state correction ter@ffsetCorrectiotthat in-

dicates by how many microticks the node’s communication We investigate the performance of the F|exray clock

cycle length should be changed [5]. The term k is depen- synchronization mechanism by means of simulation ex-

dant on the number of values used for calculation (k=0 for periments using SIDERA, a simulation model for time-
LThe measured deviation may be corrected by a known minimomrpr ~ triggered distributed systems. SIDERA allows the simu-

agation delay of the communication network. lation of single- and multi-cluster time-triggered system




including real-time protocol services like system staytup
communication, clock synchronization, membership ser-
vice and protocol error detection and handling. A failure
simulation module allows to investigate the stability of th
systems under investigation in the presence of node failure
More information about SIDERA can be found in [7].

3.1. System configuration

We use two different system configurations for typical
automotive applications. Each configuration consists ef on
cluster with 15 nodes.

3.1.1 Node configurations

from a perfect clock in seconds per second. Different clock
drift rates mean different microtick durations.

For the simulation experiments, the drift rateof node
i at startup time is equal to

()= 210 )

Equation 1 ensures that that the node drift rates are
equally spread over the whole frequency tolerance inter-
val Af(0) (po = +be — 6,p1 = +4,286e — 7, ..., p14 =
—5e — 6).

The drift rate of node i at time t is equal to

pi(t) = pi(0) + 2, (1), 2, () <= Az (At)  (2)

The relation between frequengy and drift ratep; of

AN

n— 1

The node configurations are equal for both clusters (Tablenodei at time tis

1). The nodes are numbered fréno 14.

Macrotick duration 1 psec (0~ % sec)

Microticks per macrotick 40
Nominal Frequency’ 40Mhz
Frequency Toleranca f(0) 10 ppm (10~?)

Frequency Stabilithz; (At) | 200 ppm @ x 1074)
Frequency Margin
Af(0) + Az (At)

pi(t)

210 ppm @, 1 x 10™%)
Drift rate node i at time t

Table 1. Node parameters and oscillator char-
acteristics

Local clock characteristics. The macrotick has a dura-
tion of 1 microsecond. The number of microticks per
macrotick is 40. Itis derived from the nominal frequency of
the physical oscillation mechanism of the local clock.

Oscillator characteristics. Table 1 shows the character-
istics of the physical oscillation mechanism (Section 1.2)
for all nodes. Thenominal frequency; is the intended
number of oscillations per second (40Mhz). Tregjuency
toleranceA £(0) 2 is a measure for the deviation from the
nominal frequencyF, at startup time’; it is a symmetric
interval aroundF (i.e. the maximum deviation from the
nominal frequency at startup tinte= 0 is A%(O)).

Drift rate.  The drift ratep; defines the deviation of the
frequency of node from the nominal frequency in parts
per million (ppm). This is equal to the deviation of clock

2In crystal oscillator data sheetd f(0) is also known asalibration
toleranceat a given temperature (e.g. 10 ppm at°Z5).

3The startup time is the point in time from which on the ostiltais
used for time measurement.

fi(t) = Fo(1 4 pi(t)) 3)

The microtick duration at nodeis % At time t, the

local clock of node is fastif p;(¢) > 0 andslowif p;(t) <
0.

It can be seen from Equation 1 and from Equation 3 that
at startup time node 0 has the fastest clock and that node 14
has the slowest clock.
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Figure 6. Oscillator tolerance intervals

There are several influences on oscillator frequency. A
major influence is that of operating over variations in tem-
perature [2] besides other influences like gravity, vilmati
electromagnetic interference or aging. The functig(y)
(Equation 2) corresponds to the sum of all these influences
on oscillator frequency at time The frequency stabil-
ity Azy(At) denotes the maximum deviation from the fre-
guency at startup time during operation.

Figure 6 shows the relation between nominal frequency
F,, frequency toleranceAf(0) and frequency stability
AZf(At).

3.1.2 Cluster configurations

Table 2 summarizes the parameters for cluster 1 and cluster
2. Static slots are numbered frdito m — 1 (m being the



number of static slots for each cluster configuration). €loc
sync slots are slots during which sync frames are sent.

Cluster 1 Cluster 2
Number of nodes 15 15
Communication cycle length 5000 MT 5000 MT
Static Segment 3026 MT 3479 MT
Dynamic Segment 1960 MT 1498 MT
NIT 14 MT 23 MT
Static Slots 89 71
Static Slot length 34 MT 49 MT
Clock sync nodes 0,5,10,14 0,5,10,14
Clock sync slots 61, 71, 81, 89| 0,23,47,70

Table 2. Cluster parameters

Simulation time Ty;,,. All simulation experiments have
a duration7’;,, of 100 communication cycles.
3.1.3 Prerequisites and Assumptions

Notation. The following notational conventions will be
used in the course of the following considerations:

e t always denotes a point in simulation time:
t € [0, Tsim]-

e {. denotes the start time of communication cycle x
(€.9.tcy0)-

e tyr7, denotes the start of network idle time of com-
munication cycle y (e.ginrr,,)-

e i, j always denote node numbers (e@. is the drift
rate of node).

e The drift ratep; is givenin s/s.
e ¢ =+ y will be used to signifyx10*Y (e.g. 7e-4 means
7 x 107%).

Offset. Theof fsetc is the maximum deviation of the mi-
crotick countersnt of two nodes in cluster C at time t.

offsetc(t) = mazx(mt;(t)) — min(mt;(t)) 4

Precision. The precisionis the maximum offset of any
two nodes in clustef’ observed during simulation time.

IIc = max(offsetc(t)) (5)

Performance. Precisionlly is used as a performance

Stability. The clock synchronization algorithm sable
with regard to a given cluster configuration if precisidp
is less than the nominal duration of a macrotick (40 mi-
croticks for the configurations used in the course of the sim-
ulation experiments):
o < 40 (6)

The chosen stability criterion is based on teasonable-
ness conditiorf8] which demands that all local implemen-
tations of the global time satisfy the condition

g>lIlc (7)

for the granularityy of the global time base. This con-
dition ensures that the synchronization error is bounded to
less than the duration between two macroticks.

Generally, the stability criterion has to be chosen accord-
ing to the demands of the distributed application. In appli-
cations with less stringent synchronization requirements
softer stability criterion than the reasonableness candit
may be sufficient.

Initial synchronization. Initial synchronization among

an ensemble of clocks is usually established using a startup
algorithm [14]. In Flexray, the initial clock rate correc-
tion termvRateCorrectiorat a node is determined from the
reception times of two consecutigartup framesduring

the cluster startup phase before the node becomes opera-
tional (and starts execution of the clock synchronizatien a
gorithm). That means that nod&ecomes operational with

an initial value ofvRateCorrectiothat compensates for the
drift rate of the local clockp; (Table 1). In the simula-
tion experiments, all nodes start at the same time with a
microtick counter value of O (i.e. the states of the local
clocks are in perfect agreement) and with an initial clock
rate correction ternvRateCorrectiorof 0. The clock syn-
chronization algorithm is used to determine the initialsal

of vRateCorrection

Assumptions. The following assumptions are made in the
course of the following considerations:

e Al The duration of the network idle timgIT is con-
sidered to be negligible compared to the duration of
the communication cycle.

3.2. Experiment 1: Stable clock drift rates
In Experiment 1, we determine the performance of the

clock synchronization algorithm in case of stable clocktdri
rates. Each nodgstarts with a clock drift ratg; (0) accord-

measure for the clock synchronization algorithm: perfor- ing to Equation 1. All nodes maintain their initial drift et

mance improves as the precision values decrease.

during simulation time.



(1)
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The drift rates of all nodes remain constant and within
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We know from Section 2.4 that clock state correction
Figure 7. Experiment 1: Stable clock drift is performed during the NIT of odd communication cycles
rates (i.e. immediately before the start of even communication
cycles). All nodes have performed clock state correction
during the NIT of communication cycle 9 (startingtat;r,
Figure 8 shows the results for Experiment 1. immediately before the start of communication cycle 10
After start of simulation the clocks are running free un- ¢.,,).
til the first clock state correction (leftmost peak in Figure  Till ¢.,,, the clock drift rateg; (¢) at all nodes have been
8). All nodes apply new clock state correction values dur- constant and have been compensated for by the clock rate
ing the NIT of odd communication cycles and new clock correction algorithm. A clock state correction has taken
rate correction values at the start of even communicationplace immediately before.,,. That means, that at time
cycles. Both Cluster 1 and Cluster 2 reach a precision of 5¢.,,, the deviation of all clocks shows a local minimdm
microticks (0,125 microseconds). This minimum is non-zero: the Impossibility Result in [10]
shows that it is not possible to internally synchronize the

MRS e ey s clocks of an ensemble perfectly due to the non-zero com-

e munication delay jitter in distributed systems. Even if all
e EEaT sE— = local clocks are driven by perfect oscillators with zerdtdri

1t A v U B rate, this communication delay jitter causes an inaccuracy

remote clock reading and consequently in the determination
of the clock state correction term.
Figure 8. Experiment 1 - Precision ,
of fsetc(tey,) =min >0 (11)
The next clock state correction takes place during the
3.3. Experiment 2: Immediate clock drift rate NIT of communication cycle 11 starting at/;7,, which
change is 2 communication cycles (10000 MT = 0,01s) apart from
te,, (Assumption Al).
In Experiment 2, we determine the performance of the ~ The offsetatyr,, (the time of the next clock state cor-
clock synchronization algorithm in case of an immediate "€ction) is equal to
clock drift rate change at one node. Each nodtarts with
a clock drift ratep; (0) according to Equation 1. Attime,
(the start time of communication cycle 10), node 0 immedi-
tely ch its clock drift rat h that its f (12)
ately changes 1ts clock dritt rate such that its requeﬁcy . The clock synchronization algorithm becomes unstable
reaches the frequency margin (Figure 9). Node 0 maintains
. : ; . o (II¢ > 40) because
this new drift rate till the end of simulation time.

offsetc(tnir,,) = offsetc(te,,) + 2, (t) x 0,01 x F

2, (t) x 0,01 X Fg = 40 — offsetc(tnrr,,) > 40
(13)

4The offset immediately after clock state correction is lesequal to
the offset immediately before clock state correction.

Zfo (t) =01t< teio (9)
zp(t) =+le—4 t >t (10)




Figure 10 shows the results for Experiment 2.
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Figure 10. Experiment 2 - Precision

The immediate drift rate change at node 0 is indicated by
the leftmost rising edge in the precision diagrams in Figure
10. Within a duration of 2 communication cycles, the off-
set exceeds 40 microticks. The clock state correctiop at
reduces the offset (leftmost falling edge in Figure 10). How
ever, the clock state correction leaves a remarkable affset
more than 10 microticks. This is because the clock drift rate

Z2p(t) =0 ¢ <tey (14)
25, (8) = 42 — 3t teyy <t < tey, (15)
25 (1) = +le — 4t t > tg,, (16)

f(t)

Lf(0) +AZgat)
2

(0)
2 | £
Fs :

fE“ t
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2

L(0) + AZ()
2

Figure 11. Experiment 3a - Linear clock drift
rate change at Node 0

Figure 12 shows the results for Experiment 3a.
Although the final drift rate at node 0 is the same as in

change of node 0 has not yet been compensated by the clockxperiment 2 (where the clock synchronization algorithm

rate correction algorithm (the clock rate correction terms pecame unstable), the algorithm remains stable for both
applied during communication cycle 10 and 11 are based onconfigurations. This is because the clock drift rate at node
clock readings from node 0 obtained during communication g changes slowly enough such that the rate correction part

cycle 8 and 9, i.e. before the clock drift rate change of node
0). New rate correction values obtained from clock read-
ings in communication cycle 10 and communication cycle
11 are applied at.,,. The rate correction values account
for the clock drift rate change of node 0 causing the off-
set to remain stable between, andt.,,, the time of the
next clock state correction (rightmost falling edge in Fgyu
10). Att.,,, the clock state correction brings the offset to a

of the clock synchronization algorithm is able to keep the
cluster stable during the clock drift rate change.

In both configurations, the cluster precision deteriorates
during the drift rate change at node O, starting.at. Fig-
ure 12 shows five peaks, one for each clock state correction
during the drift rate change at node 0 (which takes 10 com-
munication cycles). The clock rate correction part of the
algorithm ensures that the precision is bounded and better

minimum. The clock rate correction algorithm is also pro- than 16 microticks for both clusters. At tintg,,, the start
vided with accurate clock readings because the clock drift time of communication Cyc|e 20, the clock drift rate Change

rates of node 0 and the other nodes are stable. Frpm

the clock synchronization algorithm reaches a precision of
5 microticks. This is equal to the performance of the clock
synchronization algorithm in case of stable clock drifesat
presented in Section 3.2.

3.4. Experiment 3: Linear clock drift rate change

In Experiment 3a, we determine the performance of the
clock synchronization algorithm in case of linear clocKtdri
changes at one node. Each nadsarts with a clock drift
ratep;(0) according to Equation 1. At the start of commu-
nication cycle 10, node 0 changes its clock drift rate from
+5e — 6 to +1,05¢ — 4 within a duration of 10 commu-
nication cycles. Node 0 maintains the changed drift rate of
+1, 05e — 4 till the end of simulation.

is complete. From this point in time, the clock synchro-
nization algorithm is provided with accurate clock reading
causing the cluster precision to improve to 5 microticks.
This is equal to the performance of the clock synchroniza-
tion algorithm in case of stable clock drift rates preseirned
Section 3.2.

| i e
| Aol

L T T T T T T e

TR
PR

o
X _FOLDERFexray. 200_delta_tho_max_ramp_

...........

n i
el i
i A o
| - LU
3 A
i b

[ ForT

oabiatnga

F A

20w

R

Tomw  Wmbw  SWew 0N SD0w S8R it

T T IS0

Figure 12. Experiment 3a - Precision

In Experiment 3b, we determine the performance of the
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clock synchronization algorithm in case of linear clocKtdri
rate changes at two nodes. Each nodearts with a clock
drift rate p;(0) according to Equation 1. Like in Experiment
3a, at the start of communication cycle 10, node 0 changes | "
its clock drift rate fronH-5¢ — 6 to +1, 05¢ — 4 within a du-
ration of 10 communication cycles (Equation 16). Node 14
also changes its clock drift rate frorbe —6to —1, 05¢ — 4,
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starting att.,,, within a duration of 10 communication cy- | L Qﬂ mm N
cles. ‘
Figure 14. Experiment 3b - Precision
Zfia (t) =0t <te, (7)
Zf1a (t) =23t te,, ST <ley (18) . . . .
ca(t) = —le—4t t>1,, (19) 3.5. Experiment 4: Oscillating clock drift rate

change

ft In Experiment 4, we determine the performance of the
clock synchronization algorithm in case of oscillatingaio
drift rate changes at two nodes. Each nedgarts with a
clock drift p;(0) according to Equation 1. At the start of
communication cycle 10,

AH(0) + AZ4(At)
T2

e node O

_IH(0) + AZg(At)
2

— changes its clock drift rate from-5¢ — 6 to
+1,05e¢ — 4 within a duration of 10 communi-
cation cycles, then

Figure 13. Experiment 3b - Linear clock drift

— changes its clock drift rate fromt1, 05¢ — 4 to
rate change at Node 0 and at Node 14 g A1, e

-9, 5e—>5 within a duration of 20 communication

cycles, then
Figure 14 shows the results for Experiment 3b, which are — changes its clock drift rate from9,5¢ — 5 to
very similar to the results of Experiment 3a. The achieved +5e — 6 within a duration of 10 communication
cluster precision during clock drift rate change at node 0 cycles and
and node 14 is double the precision achieved in Experiment node 14
[ ]

3a. This is not surprising and due to the fact that the de-
viation between node 0 and node 14 during the drift rate
change is twice the deviation observed in Experiment 3a
because node 14 also changes its clock drift rate. This se-
lection of drift rate changes for node 0 and node 14 cause

— changes its clock drift rate from-5¢ — 6 to
—1,05¢ — 4 within a duration of 10 communi-
cation cycles, then

the worst possible impact on cluster precision: node 0, the — changes its clock drift rate from1, 05¢ — 4 to
fastest node, speeds up until it reaches one end of the fre- +9, 5e—>5 within a duration of 20 communication
quency stability interval. Node 14, the slowest node, slows cycles, then
down until it reaches the other end of the frequency stabilit — changes its clock drift rate from9,5e — 5 to
interval. Both nodes touch the frequency margin at the same —5e — 6 within a duration of 10 communication
time, which means that the offset introduced by the drift rat cycles.
change at both nodes is the maximum possible one.

At time ¢.,,, the start time of communication cycle 20, Figure 16 shows the results for Experiment 4.

the clock drift rate change at both nodes is complete. From  The selection of the node drift rate changes at node 0 and
this point in time, the clock synchronization algorithm is node 14 ensures that both nodes "visit” all allowed clock
provided with accurate clock readings, causing the clusterdrift rates within the frequency margin of 210 ppm (Ta-
precision to improve to 5 microticks. Again, this is equalto ble 1). Like in Experiment 3b, this selection of drift rate
the performance of the clock synchronization algorithm in changes also causes the worst possible impact on cluster
case of stable clock drift rates presented in Section 3.2.  precision.
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drift rate change at Node 0 and at Node 14 Figure 16. Experiment 4 - Precision

4. Conclusion

This paper presents a case study that aims at the as-
sessment of performance and stability of the Flexray clock

] . o ) synchronization algorithm by means of simulation experi-
In both configurations, the cluster precision deteriorates ments.

during the drift rate change at node 0 and node 14, startingat  The following lessons have been learned from the exper-
te,,- Figure 16 shows 5 peaks followed by a local minimum jjents:

attimet,,,, the pointin time where the clock drift rates stop

to diverge. The next 10 peaks after the first local minimum e The achievable precision within a cluster is nearly in-

denote the time betweep,, andt.,, where the clock drift dependent from the clock drift rates of the different
rates of both nodes converge (Figure 15), become equal at ~ nodes if these clock drift rates are stable. Even if the
te,, and diverge again aftet.,, till ¢.,,. It is interesting clock drift rates of two nodes differ by the maximum
to note that the precision betwegn, andt,., (converging possible value within the pre-defined frequency stabil-
node drift rates) is not better than the precision betwggn ity interval, the clock rate correction part of the al-
andt.,, (diverging node drift rates). The performance of gorithm compensates these clock rate differences and

the clock state correction part of the algorithm is constant reaches a stable and minimum precision.
during the whole time interval between,, andt.,, (the
offset immediately after a clock state correction,indicat
by the falling edges of the precision diagram in Figure 16).
However, the clock rate correction part of the algorithm is
provided with inaccurate clock rate estimations due to the
node drift rate changes during this time interval between
t.,, andt.,,. The five last peaks denote the time between
t.,, andt..,, where the clock drift rates of both nodes con-
verge again (Figure 15) until they return to the values that
they had at the start of simulation.

e The algorithm is quite robust in the presence of clock
drift rate changes. In case of continous and linear
clock drift rate changes that do not exceed the pre-
defined frequency stability interval, the clock rate cor-
rection part of the algorithm compensates for these rate
changes. However, cluster precision may deteriorate
remarkably during the clock drift rate change. The de-
gree of precision deterioration mainly depends on the
speed of the clock drift rate change as shown in the
experiments.

e The experiments have also shown thatimmediate clock
drift rate changes may de-stabilize the clock synchro-
nization algorithm, even if the clock drift rate differ-
ences are within the pre-defined frequency stability in-
terval. Whether the algorithm remains stable or not
with regard to the given cluster configuration depends
on the degree of the clock drift rate change.

The clock rate correction part of the algorithm ensures
that the precision is bounded and better than 25 microticks
for cluster 1 and better than 36 microticks for cluster 2 dur-
ing the time interval betweety,, andt..,, the time where
node 0 and node 14 change their clock drift rates as de-
scribed above. At timeé.,,, the clock drift rate changes at
node 0 and node 14 are complete. From this point in time,
the clock synchronization algorithm is provided with accu-  The Flexray clock synchronization algorithm is suited to
rate clock readings, causing the cluster precision to imgro solve the clock synchronization problem in the presence of
to 5 microticks, which is is equal to the performance of the changing clock drift rates with regard to the achievable pre
clock synchronization algorithm in case of stable clockdri cision within a single cluster. The focus of the investiga-
rates presented in Section 3.2. tions was on single-cluster systems with no synchroninatio



to an external time source (e.g. GPS [4] time). The in-
creasing demand on fault-tolerant real-time applicatians

the automotive domain, like the emerging market for drive-
by-wire systems, may also increase the complexity of the

control systems deployed. One solution to cope with the [7] A. Hanzlik.

increasing complexity of control systemsalistering i.e.
to build complex systems from single clusters into multi-
cluster systems.

For this reason, further investigations of the algorithm
are of interest:

e The cluster drift rate (i.e. the drift rate of the inter-

nally synchronized global time base within a cluster)
depends on the average clock drift rate of the nodes
that send synchronization frames. The clock drift rates

(6]

(8]

(9]

of these nodes in turn depend on the frequency stabil-[10]

ity of the oscillators deployed. The impact of common
mode effects on the crystal oscillators with regard to

the cluster drift rate is an interesting topic of further [17)

research.

The cluster drift rates of independent clusters may dif-
fer significantly. If synchronous operation is desired
among an ensemble of clusters in a multi-cluster sys-
tem, it is necessary to synchronize the global times at
the different clusters by means of external clock syn-
chronization, i.e. to synchronize the global time of a
cluster to an external time source. The Flexray pro-
tocol provides means for external clock synchroniza-
tion. The assessment of stability and performance of
the Flexray clock synchronization algorithm in multi-
cluster systems is another interesting topic of further
research.
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